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Multirate Adaptive Robust Control with Position-dependent Nonlinearity for

Tilting-table of Machine Tool: A Basic Study on Test-bench
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This paper presents an adaptive multirate control system that improves the tracking performance of the tilting part of the five-axis

machine tools. To deal with the position-dependent nonlinearity, the multirate perfect tracking controller (PTC) is designed. The

PTC is adaptively updated in real-time by a conditional recursive least-square(RLS) parameter identification algorithm.
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1. Introduction

Machine tool plays an irreplaceable role in manufacture. One of

the most advanced type of machine tools, as shown in Fig. 1, is

the five-axis machine. Such machines have 5 Degree-of-Freedoms

(DoFs), which consists 3 DoFs of translation and 2 DoFs of rota-

tion.

Considering the advanced tool machines, the position accu-

racy is of the most essential requirement. The control method

that is most commonly used, also the easiest to apply, is

the derivative controller (2) that includes the well-known pro-

portional–integral–derivative controller (PID) (3) and the pseudo

derivative feedback controller (PDF) (4). The aforementioned feed-

back controllers can ensure the system stability, however, to im-

prove the tracking performance and against the model uncertainty

and nonlinearity, a feedforward controller is necessary. The model-

based feedforward controllers have been proposed (5), (6). How-

ever, good performance of such controllers were achieved only

when we can precisely know the system model, including the non-

linearity. To overcome such problems, adaptive feedforward con-

trol with compensation against nonlinearity was proposed (8). How-

Fig.1 The overview of five-axis machine tool: 3 DoFs of
translation(X-Y-Z) and 2 DoFs of rotation(A-C) (1)

ever, this study does not consider the multi-sampling times, which

is a real practical issue in the tool machine control. Besides, data-

driven learning (7) (9) controllers are under developing that can re-

duce the dynamics modeling effort. However, this method require

offline tuning process, which increases the burden to design and

implement the controller in practical applications.

With respect to the above discussion, this paper proposes a mul-

tirate position control system with the two degree of freedom con-

figuration. This paper is motivated by the work of Fujimoto et

al. on multirate robust adaptive control in 2005 (10). The proposed

system consists of a PID feedback controller and an adaptive feed-

forward controller which can compensate the nonlinearity.

The focus of this paper is position control of the rotating A-axis

in Fig. 1. To this end, a testbench was build to imitate the move-

ment of the tilting table. The test bench’s nonlinear dynamics and

parameter uncertainty are the most challenge, since they might de-

teriorate the performance of the feedback controller. To deal with

this issue, the contribution of this paper can be considered as fol-

lows:
• Firstly, we modeled and built an unbalanced torque motor

bench to simulate the tilting table.
• Secondly, a conditional recursive least-square(RLS) algo-

rithm is established to identify not only the inertia and damp-

ing term but also the unbalance torque which associates with

the nonlinearity.
• Last but not least, the identified parameters are used to update

the multirate perfect tracking controller(PTC) and the multi-

rate nonlinearity compensator in real-time.

2. System Modeling

〈2・1〉 Dynamics Modeling To study the motion of the
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tilting table in Fig. 1, this paper utilizes a 2-inertia motor bench

as shown in Fig. 2. The load is assumed to be an uniform semi-

circular disc, which generates an extra torque lead by gravity dur-

ing the rotation of the system.

In the experimental setting of this study, the centre of gravity G

is not in the geometric centre. Consequently, the torque generated

by gravity F, marked as TF , is relative to the position and their

relation is given as:

TF = Fd = FRsin(θ) (1)

where R is the distance from the centre of gravity to the rotation

axis, d is the magnitude of the position, m is the mass of the load

and g represents the acceleration of gravity. Here, we define the

maximum unbalanced torque U = FR. We give the dynamics for-

mulation of the unbalanced torque based on a 2-inertia motor bench

as:

Jθ̈ + Dθ̇︸   ︷︷   ︸
Linear Dynamics

+ Usin(θ)︸  ︷︷  ︸
Nonlinear Dynamics

= Tm (2)

where the system parameters J is the inertia [kg m2], D is the

damping [N m/(rad/s)].

〈2・2〉 State-space Modeling For the system described in

equation (3), the state space of the model is given below, where the

state variable are determined as x =
[
θ θ̇

]T
where y is the posi-

tion and ẏ is the time differentiation of y and u is the input torque

Tm:

ẋ =Acx +Bc(u − TF) =

0 1

0 − D
J

x +
01

J

u −
01

J

TF

y =Ccx =
[
1 0

]
x

(3)

The continuous time state-space needed to be discretized to de-

sign the feedforward controller and this would be introduced in the

next section.

3. Control System Design

〈3・1〉 Proposed Methods The proposed control configu-

ration is shown in Fig. 3 and Table 1, including the RLS parameter

identification, the perfect tracking controller and the PID feedback

controller. In addition, a multirate nonlinear compensator (MNC)

is designed to deal with the position dependent nonlinearity and

improve the control performance.

G

Fig.2 An illustration on the experimental test bench

Table 1 Overview of the proposed methods
Proposed
Algorithm

Feedforward Feedback
Model for PTC MNC PID

I
Linear part of the
system dynamics

(see (3))

Compensation using
the dynamics of the

nonlinear part
(see (13))

Section
4.1

II
Linearized
state space
(see (17))

Compensation
by linearization

(see (17))

〈3・2〉 Conditional RLS RLS is an online parameter

estimation tool (11) (10) calculates the system parameters ϑ =[
J D U

]T
, from the system input(s) u, and the system output(s)

φ =
[
ÿ ẏ siny

]T
using the equation below.

u = φTϑ =
[
ÿ ẏ siny

] [
J D U

]T
(4)

The discrete-time RLS algorithm is expressed in (5). Notice that

ϑ, L and P are updated only if the PE condition stated in (18)

is satisfied. Otherwise, ϑ[k] = ϑ[k − 1], L[k] = L[k − 1] and

P [k] = P [k − 1].

ϑ̂[k] = ϑ̂[k − 1] + Projϑ̂{L[k](u[k] −φT[k]ϑ̂[k − 1])} (5)

where covariance matrices L and P are updated following (6):

L[k] =
P [k − 1]φ[k]

λ +φT[k]P [k − 1]φ[k]

P [k] =
(I −L[k]φT[k])P [k − 1]

λ

(6)

where λ is a forgetting factor which is slightly close to 1. Its value

is selected via a fine-tuning process for good identification perfor-

mance. The projection algorithm which guarantees that the esti-

mated parameters do not break the designated limits, are given as

below:

Projϑ̂ j
(• j) =


0, if ϑ̂ j ≥ ϑ jmax and • j ≥ 0

0, if ϑ̂ j ≤ ϑ jmin and • j ≤ 0

• j, Otherwise.

(7)

There are several practical way to verify the PE condition pro-

posed in (10), (11) and (12). The persistent excitation condition

can be verified through calculating the PE matrix M [k] expressed

in (8).

M [k] =
1
W

k∑
l=k−W

φ[l]φT[l] (8)

In this study, the PE condition is verified by using the moving

window with the length W = 100. We only need to examine the

minimum eigenvalue of matrix M [k], defined as κ[k], and PE con-

dition is satisfied when κ[k] > 0. We show the PE index with our

desired trajectory in Fig. 6.

〈3・3〉 Adaptive Perfect Tracking Controller There are
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Sampler PTC (12), (14) ZOH Plant
(3), (4)

Sampler

RLS (6) with  &
Conditional update

Multirate Nonlinearity
Compensator

Low-pass
Filter

Algorithm 2
(18) 

Algorithm 1
(16) 

(I)

(II)

Fig.3 The proposed configuration of the multirate adaptive robust control system and the main contribution is highlighted.
The discrete variables of [i] are in the sample of Tr and those variables of [k] are in the sample of Ty or Tu

2 sampling rates exist within the digital control system, Tr refers to

the sampling rate of the desired trajectory, Tu refers to the sampling

rate of the feedforward signal and Ty refers to the sampling rate of

the encoder. The illustration of these sampling rates are shown in

Fig. 4, where in this paper Tr = 2Ty = 2Tu and θd denotes the

desired trajectory in position.
〈3・3・1〉 Formulation of PTC The multirate PTC is de-

signed based on the discretized linear part of (3) following the mul-

tirate PTC theory (6) (10).
x[k + 1] =Adx[k] +Bdu[k]

y[k] =Cdx[k]

Ad = eAcTy , Bd =

∫ Ty

0
eAcτBcdτ, Cd = Cc

(9)

For the nonadaptive PTC, the multirate plant is given as:
xd[i + 1] =Axd[i] +BuPTC[i]

y0[i] =Cxd[i] +DuPTC[i] A B

C D

 =


A2
d AdBd Bd

Cd 0 0

CdAd CdBd 0


(10)

where the state variable xd[i] is the desired reference xd(t) sam-

pled by the rate of Tr, the system nominal input u[i] are given as:

uPTC[i] =
[
uPTC[k] uPTC[k + 1]

]T
= B−1(xd[i + 1] −Axd[i])

(11)

The discrete-time lifting operator L −1 in Fig. 3 is to transform

the 2-dimension discrete-signal in a rate of Tr to a 2-serial discrete-

signal in the rate of Tu.
〈3・3・2〉 Adaptive PTC The adaptive PTC will use the

estimation of system parameters ϑ from the RLS, which is ϑ̂, to

update the multirate state-space matrices in (10) and mark them as

Â, B̂, Ĉ, D̂. The feedforward command of adaptive PTC is:

ûPTC[i] = B̂−1(xd[i + 1] − Âxd[i]) (12)

〈3・4〉 Multirate Nonlinearity Compensator To deal

with the nonlinearity, two multirate algorithms for nonlinear com-

pensation are presented in this subsection.

Fig.4 The schematic of the multirate system (10)

〈3・4・1〉 Adaptive PTC with Compensation of Usinθ (Al-
gorithm I) The most easy-coming-up method is to compen-

sate the feedforward signal using the pre-calculated desired extra

torque, which is the Usinθ in (2). In this method, the PTC is de-

signed base on the linear part of (3), (9) and (10). Besides, the

MNC is shown in Fig. 3 joint (I), and the output of nonadaptive

MNC is expressed as:

uMNC[i] =
[
Usin(θd[k]) Usin(θd[k + 2])

]T
(13)

For the adaptive case, the U in (13) can be replaced by Û from

the RLS identification.

〈3・5〉 Model Decomposition (Algorithm II) Another

idea is to decompose the system dynamics around the operating po-

sition θo f f set[i] of this control period from iTr to (i+1)Tr. The oper-

ating position θo f f set[i] is defined as the desired start position in this

period, which is a constant shown as θd[k] in Fig. 5. Base on the de-

sired trajectory, the model is decomposed following θ = θo f f set+δθ

as:

Tm = Jδθ̈ + Dδθ̇ + Usin(θo f f set + δθ)

= Jδθ̈ + Dδθ̇ + Usinθo f f setcosδθ + Ucosθo f f setsinδθ
(14)

As we stated before, θo f f set is a constant with in a control period.

Therefore, d
dt (θo f f set + δθ) = δ̇θ and d2

dt2 (θo f f set + δθ) = δ̈θ. When

δθ converges to 0, equation (15) can be linearized around operating

point as:
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Fig.5 The schematic of the proposed multirate control system

Tm = Jδθ̈ + Dδθ̇ + Ucosθo f f setδθ︸                             ︷︷                             ︸
Linear Dynamics

+Usinθo f f setcosδθ︸              ︷︷              ︸
Nonlinear Dynamics

(15)

There are both linear dynamics and nonlinear dynamics in (15)

and (16). For the nonlinear dynamics, refers to (13) and (14), can

be directly feed-forwarded. The nonadaptive state space of the lin-

ear part shown in (16) and the nonadaptive MNC can be expressed

in (16) where the state variable x =
[
θd θ̇d

]T
is shown in (16) and

the system input u is the inout torque.

ẋ =

 0 1

−Ucosθo f f set
J − D

J

x +
01

J

u, y =
[
1 0

]
x

uMNC[i] =
[
Usin(θo f f set[i]) Usin(θo f f set[i])cos(δθ[k + 2])

]T
(16)

For the adaptive case, the J, D, U can be replaced by Ĵ, D̂, Û

from the RLS identification. Then We can easily obtain the multi-

rate state-space matrices of (17) by discretize state-space following

discrete law of (9).

The PTC generates the feedforward signal at every Tr samples,

and the input desired sate trajectory is xd[iTr] and xd[(i + 1)Tr].

As illustrated in Fig. 5, we chose the iTrth sample as the operating

point and decompose the system dynamics into θo f f set and δθ. As

we stated in (4), the input desired reference states are xd[iTr] =[
θd[k] θ̇d[k]

]T
and xd[(i + 1)Tr] =

[
θd[k + 2] θ̇d[k + 2]

]T
. In

this proposed method, the state variable xd are replaced as:

xd[iTr] =

θd[k] − θo f f set

θ̇d[k] − 0

 =
 0

θ̇d[k]


xd[(i + 1)Tr] =

θd[k + 2] − θo f f set

θ̇d[k + 2] − 0

 =
 δθ

θ̇d[k + 2]


(17)

Notice that the θo f f set and δθ are position-dependent variables

that updates at evert sampling time Tr.

4. Simulation Validation

〈4・1〉 Simulation Setup By using Matlab/Simulink and

the parameters in Table 2, we established a simulator of the pro-

posed system. No measurement noises and coulomb friction in-

volved in all the simulations. The PID controller in this section

is designed by pole placement to the close-loop system including

PID and the nominal plant G(s) = (Js2 +Ds)−1, where J and D are

the same as the simulation plant. The desired poles of the closed-

loop system including the PID controller and the nominal plant are

selected at 10π.

The reference trajectory and the PE index are shown in Fig. 6

and they are designed as a periodic S-curve signal move between

0 degree to 90 degree at every second. The PE conditions in this

research are shown as:

θ > 0.1 rad and |θ̇| > 0.5 rad/s and |θ̈| > 1 rad/s2 (18)

As we stated in 3.1, the RLS would identify the parameters only

when (18) is satisfied.

〈4・2〉 Simulation Results
〈4・2・1〉 Comparison between proposed algorithms This

section is to evaluate the control performance of the proposed al-

gorithms in the ideal situation. To this end, the nonadaptive PTCs
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Fig.6 The desired trajectory with pre-calculated PE index (κ > 0)
used in simulations and experiments
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Fig.7 The tracking error comparison of proposed MARC(s) with
the system parameter estimations
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Fig.8 Unbalance torque test bench used in this study.

Table 2 Experiment setup
J D U Description

Nominal 20e-4 10e-3 10e-2 Non-adaptive
RLS Initial Estimation 20e-4 10e-3 10e-2 Adaptive
λRLS 0.995 0.950 0.900 Conditional update (18)

Table 3 Tracking performance of the experiments
PID Proposed I Proposed II Description

RMSD 0.0226
0.0162 0.0160 Nonadaptive (Fig. 9)
0.0107 0.0106 Adaptive (Fig. 10)

with PID controllers are designed based on the proposed algo-

rithms by using the true parameters of the plant.

The simulation result is shown in Fig. 7, from where we can

learn that even the PID controller designed base on the true model

can not achieve perfect tracking. The 2 proposed methods in

ideal situation can significantly improve the tracking performance

where algorithm I is better than algorithm II who has a periodic

ahead/behind of the tracking error. The periodic error of algorithm

II is due to the fact that the linearized model has a certain level of

mismatch with the actual nonlinear model. This causes the per-

formance deterioration, as the algorithm II cannot generate enough

feedforward command to track the reference trajectory. The cross

points of the tracking error are marked as in Fig. 7.

5. Experimental Validation

〈5・1〉 Experimental Setup The experimental system is

shown in Fig. 8. The unbalanced load(s) simulates the tilting table

and they are connected by a damping. The loads are powered by 2

motors with same input current command. The motor has the rated

power of 1.6 kW, the rated torque of 5.09 Nm, and the peak torque

of 15.27 Nm. The control system is implemented in C program

and the fundamental sampling rate Tu = Ty = 4 × 10−4s, the sam-

pling rate of the reference signal Tr = 8 × 10−4s and in concern of

the computational burden and anti-noise the RLS algorithm can be

performed with a longer period TRLS = 4 × 10−3s.

The experimental setup is introduced in Table 2 and for track-

ing control purpose, the PID controller is designed by pole place-
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Fig.10 The tracking error of the PID and the MARC(s)
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Fig.11 The RLS estimation of the proposed methods

ment to the close-loop system including PID and the nominal plant

Gn(s) = (Jn s2 + Dn s)−1. By a fine tuning process, the poles of the

closed-loop system are selected as 10π.

〈5・2〉 Experimental Results
〈5・2・1〉 Comparison of the proposed algorithms This

section is to evaluate the control performance of the proposed algo-
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rithms in real experimental situation including measurement noises

and coulomb friction. The proposed control system was performed

without updating the identified parameters from the RLS base on

the proposed algorithms respectively with the same PID feedback

controller. As we mention in Section 4.2.1, the tracking error of

proposed algorithm II is behind of algorithm I in 0 to 0.6s and 1.5

to 2.5s. On the other hand, the tracking error of proposed algorithm

II is ahead of algorithm I in 0.6 to 1.5s and 2.5 to 3.5s.

〈5・2・2〉 MARC validation The tracking error of the

PID and the proposed algorithms are shown in Fig. 10, with the

update conditions shown as (18), the RMSD of the tracking error

is shown in Table 4. The tracking performance is improved 52.6%

and 53.0% respectively for algorithm I and II evaluated by RMSD.

Notice that there are 4 peaks of tracking errors, for example, the

tracking error between 1s and 1.5s. This is because of the change

of moving directions that leads to a change of coulomb friction.

The 2 proposed algorithms can achieve the similar tracking perfor-

mance despite of the linearization in algorithm II. The RLS esti-

mation result for Section 5.2.2 is given as Fig. 11. Notice that the

true dynamics in the test bench contains coulomb friction and such

nonlinearity can not be estimated using RLS.

6. Conclusion

In this paper, we presented a basic study on nonlinear estima-

tion and compensation based on RLS algorithm. Two algorithms

have been proposed for multi-rate nonlinear compensator, which

is integrated to the multi-rate control system including the feed-

forward and feedback controllers. The effectiveness of the pro-

posal has been verified by both numerical simulation and experi-

ment. The two algorithms achieved the same level of positioning

tracking control, and the control performance is significantly im-

proved in comparison with the conventional system consisting of

only PID controller. In the future, we will thoroughly examine the

proposed method by considering the analysis of the inter-sample

control performance. Online estimation and compensation of the

friction could be another research interest. Besides, we will inves-

tigate the design approach that rigorously guarantee the stability of

the system with respect to the nonlinearity.
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