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Abstract— Reference Governor (RG) is a control method used
in add-on control schemes in closed-loop systems to supervise
reference signals and enforce constraints. Although previous
studies of RG have mainly discussed a command tracking
performance, a disturbance suppression performance has been
rarely discussed. This paper proposes a novel control method
based on RG to suppress the effect of sudden disturbance.
Simulations and experiments are performed to demonstrate the
effectiveness of the proposed method.

I. INTRODUCTION

A high-precision stage is an essential piece of industrial
equipment for producing semiconductors and liquid crystal
displays. The stage demands high throughput and high pre-
cision because the products made by the stage should be
of a low price and high space density. Several studies on
the design of controllers with high feedback (FB) bandwidth
are reported in the literature. For example, a dual-servo
stage, which has coarse and fine components [1], [2], or
the miniaturization of an actuator of the stage [3], [4].
However, actuator miniaturization leads to thrust saturation.
In addition, the dual-servo stage has to be controlled so as not
to violate gap limitation between the fine and coarse parts,
or a relative velocity limitation. Hence, designing a control
system keeping these constraints in mind is important.

In addition, a two-degrees-of-freedom control that com-
bines feedforward (FF) and FB control is widely used in a
trajectory tracking control for a high-precision stage. The FF
control is mainly used to improve the tracking performance
[5]. In our previous study, we proposed a control method
considering thrust limitations in the FF control framework
[6]. On the other hand, the FB controller is usually de-
signed to optimize its performance related to suppression
of disturbance that is analyzed and expected in advance
[7]. In this case, the controller achieves good suppression
of expected disturbances. However, performance related to
the suppression of sudden and unexpected disturbances may
degrade because of actuator saturation. Therefore, the FB
controller should be able to manage not only expected
disturbances but also sudden disturbances.

For this reason, this paper proposes a suppression control
method for sudden disturbances based on model predictive
control (MPC) and RG. The block diagram of RG is shown in
Fig. 1. The proposed method makes it possible to improve the
disturbance suppression performance within the constraints
by modifying the reference signals properly.
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Fig. 1. Block diagram of reference governor.

Several notable studies have focused on RG: Scalar Ref-
erence Governor (SRG) [8], [9]，Command Governor (CG)
[10], [11]，Extended Command Governor (ECG) [12], [13]，
MPC-based RG [14]. These studies mainly discuss the track-
ing performance to a constant reference signal and do not
discuss the disturbance suppression performance. Hatanaka
and Takaba [15] proposed an RG considering with step dis-
turbances. However, their study does not discuss disturbance
suppression performance. Moreover, the method is markedly
influenced by a modeling error because it calculates the
modified reference signals when it is off-line.

RG has not been experimentally verified extensively in
previous studies because of its high calculation cost. The
method proposed in this paper can verify its effectiveness
experimentally by partly using the implementation proposed
in [9]. Furthermore, this paper discusses the disturbance
suppression performance of the proposed method, which has
not been paid attention to in the previous studies of RG.
Therefore, our method gives a new perspective in this field.

The outline of this paper is as follows. Section II proposes
a disturbance suppression control by shaping the reference
signals based on MPC. In section III, a disturbance suppres-
sion control method by modifying the reference signals based
on RG and considering the constraints is proposed. Finally,
section IV demonstrates the effectiveness of the proposed
method through experiments.

II. DISTURBANCE SUPPRESSION CONTROL BY SHAPING
REFERENCE SIGNALS BASED ON MODEL PREDICTIVE

CONTROL WITHOUT CONSTRAINTS

In this section, we introduce the disturbance suppression
control method by shaping reference signals based on MPC
without constraints. Several previous studies proposed ref-
erence shaping methods using MPC, however, this is the
first study in which mainly forcuses on the disturbance



supression performance. This paper supposes an impulse
input disturbance as the sudden disturbance.

A. Impulse input disturbance response

This section gives basic information on an impulse in-
put disturbance response and the concept of the proposed
method. In motion control, the controller often has more
than one integrator to avoid steady-state errors by step-input
disturbances. When an impulse input disturbance is added to
such a controller, it is well known that the error e(t) satisfies
the following relationship [16].∫∞

0
e(t)dt = 0 (1)

Here, e(t) = r(t)−y(t), r(t) is the reference signal and y(t)
is the plant output.

Therefore, the impulse input disturbance response makes
the integrated value of the error zero as shown in Fig. 2(a).
The shape of the response waveform itself cannot be changed
because the relationship shown in (1) is always held to the
impulse input disturbance even if the FB bandwidth of the
controller is improved.

Therefore, when we modify the original reference signals,
the error between the modified reference and the plant output
satisfies the relationship shown in (1). However, the original
reference signals are not related to the plant output. Hence,
the response waveform can be improved by managing the
reference signals properly. In other words, the proposed
method is a control method that interchanges the relationship
between the reference signal and the plant output in a normal
control system. The conceptual diagram of the impulse input
disturbance response by modifying the reference signal is
shown in Fig. 2(b). This paper discusses impulse disturbance
suppression control by management of reference signals.

B. Modification of reference signals based on MPC without
constraints

This paper considers a discrete-time servo system given
by

x[k + 1] = Ax[k] +Br[k], x[0] = x0,

y[k] = Cx[k],
(2)

where x ∈ Rn is the closed loop state, y ∈ R1 is the output
to be controlled, and r ∈ R = [rmin, rmax] ⊆ R1 is the
reference input of the closed system. A is assumed to be a
stable matrix in this paper. Then, the i (i ≥ 1) samples after
the state space is estimated as follows:

x̂[k + i] = Aix[k] +

i−1∑
j=0

Ai−j−1Br[k + j]

ŷ[k + i] = CAix[k] +C
i−1∑
j=0

Ai−j−1Br[k + j]

(3)
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(a) General input impulse disturbance response.

�����
���������	�
�
�
��
�������

����

�����	
��	�������


����
���
�
�
��


������

�����
�������
�	�
�
�
��
�������

(b) Input impulse disturbance response by modifying
reference signal.

Fig. 2. Impulse input disturbance response. It becomes possible to manage
the shape of response itself by modifying the original reference signal as
shown in Fig. 2(b).

Thus, the error between the original reference signal r∗ and
the plant output at k + i is estimated as

ê[k + i] = r∗ − ŷ[k + i]

= r∗ −

CAix[k] +C
i−1∑
j=0

Ai−j−1Br[k + j]

 .
(4)

When the reference input r is assumed to be constant in the
predictive horizon, namely r[k + j] = r(0 ≤ j ≤ i− 1), the
error is represented as

ê[k + i] = r∗ −

CAix[k] +

i−1∑
j=0

CAjBr

 . (5)

Here, the order of ê[k + i] is at most 1st to r because r∗ is
given in advance and x[k] can be measured for each sampling
time. Now a performance index is set as follows:

J = ||êi−1||P2 + ||ê[k + i]||Q2 ,

êh =


ê[k]

ê[k + 1]
...

ê[k + h]

 , h ∈ Z+.
(6)
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Fig. 3. Simulation results of disturbance suppression control by reference command modification based on MPC.

||êi−1||P2 and ||ê[k+ i]||Q2 represent the integral square value
of the error and the final state value of the error, respectively.
Then, the performance index is represented as a quadratic
function of r. An optimal value of the performance index
ropt is derived as (7) when the performance index is repre-
sented in J = p2(x[k], r

∗)r2 + p1(x[k], r
∗)r+ p0(x[k], r

∗).

ropt = − p1(x[k], r
∗)

2p2(x[k], r∗)
(7)

It is expected that the impulse input disturbance response is
improved by using ropt calculated for each time as the new
reference signals.

C. Simulation 1

This section demonstrates the effectiveness of the mod-
ification of reference signals based on MPC by simulation
results. This simulation is conducted for the impulse dis-
turbance suppression performance when setting the original
reference signal and an initial state of the closed-loop system
as r∗ = 0 and x[0] = O, respectively. The “Conventional
1” method does not modify the original reference signal.
The “Proposed 1” method uses the optimal reference signal
ropt derived from the method proposed in section IIB as the
reference signal. In addition, a plant model P (s) is defined
as a rigid body model shown in (8) in this paper.

P (s) =
1

Mps2
, M = 14.0 kg (8)

Here, Mp is a mass. The control period is Ts = 1.0 ms
and a PID position controller is designed for the plant
so that the closed-loop bandwidth of the position loop is
10 Hz. This paper assumes that the following impulse–
shaped disturbance is added.

w(t) =

{
100N, 0 ≤ t ≤ Ts

0, otherwise
(9)

In this simulation, the performance index is defined as
follows:

J = ||êi||2 , (10)

where, the predictive horizon is i = 3.
The simulation results are shown in Fig. 3. As shown in

Fig. 3(b), “Conventional 1” needs a long time to converge the
disturbance response because the error between the original
reference signal and the plant output satisfies the relationship

shown in (1). On the other hand, in “Proposed 1”, the
convergence of the error to the original reference signals
is considerably improved by satisfying the relationship (1)
to the error between the modified reference signals and the
plant output. In this paper, the settling time is defined as
the time from adding the impulse disturbance to when the
position error is smaller than 1 µm. The settling time of
“Conventional 1” and “Proposed 1” are 177 ms and 7.49
ms, respectively.

The suppression performance is largely improved. How-
ever, the controller output in “Proposed 1” is very large as
shown in Fig. 3(d). Therefore, reference signal modification
with controller output constraints is required.

III. DISTURBANCE SUPPRESSION CONTROL BY SHAPING
REFERENCE SIGNALS BASED ON REFERENCE GOVERNOR

The method proposed in section II shows that the signal
modification can reduce the effect of the impulse input dis-
turbance. However, this method gives large controller output.
A disturbance suppression method considered with controller
output limitation is needed because all real actuators have
output constraints. This section proposes a reference signal
modification method considering constraints based on RG.

A. Maximal output admissible set

This section explains a maximal output admissible set
(MAS) which is widely used in the previous studies of
RG [17]. To grasp the state of the control system for the
constraints, it is important to modify the reference signals
properly considering the constraints. A prescribed constraint
set is a set of state space that consists of all state variables
satisfying the constraints. In addition, a positively invariant
set is a set that always keeps a state in it for any external
input if the initial state is inside the set. An output admissible
set is a common set of the prescribed constraint set and the
positively invariant set, and MAS is its maximal set.

The closed-loop system always satisfies the constraint
conditions when the initial state variables of the system are
inside MAS. MAS depends on the reference signals and the
current state variables. Most previous studies of RG select
the proper MAS by managing the reference signals.

1) Linear discrete-time servo system with constraint: In
addition to the linear discrete-time servo system shown in
(2), a variable to consider constraints on state and input is
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Fig. 4. Block diagram of the proposed method based on RG.

prepared by

z[k] = Lx[k] +Dr[k] ∈ Z(ξ) ⊆ Rp, (11)

where, L ∈ Fp×n and D ∈ Fp×m. This paper assumes O ∈
Z and Z is bounded. From these assumptions, Z(ξ) ∈ Rp

is defined as a polytope given by

Z = {z ∈ Rp|Mz ≤ m(ξ)}. (12)

In (12), the inequality is a component-wise inequality and
ξ ∈ Ξ is a variable characterizing constraints that is given
when the control is started.

2) Difinition of MAS: This section defines MAS by (2)
and (11). x[i; k,x0, r̂] is a solution of (2) satisfying x[k] =
x0，r[k + i] = r̂ for all i ∈ Z+, and z[i; k,x0, r̂] =
Lx[i; k,x0, r̂] +Dr̂. Then MAS Ω∞ is defined as follows
[17]:

Ω∞(R,Ξ) = {(x0, r, ξ) : x0 ∈ Ω∞(r, ξ),

for some (r, ξ) ∈ R× Ξ},
Ω∞(r̂, ξ) = {x0 : z[i; k,x0, r̂] ∈ Z(ξ),∀i ≥ 0}.

(13)

By the definition, Ω∞(r̂, ξ) is a positively invariant set. This
means that if x[k] = x0 ∈ Ω∞(r̂, ξ) then x[k + i] ∈
Ω∞(r̂, ξ) for all i ∈ K. Furthermore, there is an integer
î satisfying Ω∞(r̂, ξ) = Ωî(r̂, ξ) for each r̂ ∈ R and ξ ∈ Ξ
because A is a stable matrix. This paper assumes there is an
integer κ such that

κ = sup
r̂∈R,ξ∈Ξ

î. (14)

If κ can be obtained, MAS is given as follows:

Ω∞(r̂, ξ) = Ωκ(r̂, ξ), ∀r̂ ∈ R, ∀ξ ∈ Ξ. (15)

In this paper, such the number of steps κ is calculated in
advance. The calculation method of κ is described in [18]
and this paper inserts xp0 = A−1

p bpw into an initial state of
the plant to use the calculation method. Here, Ap and bp are
coefficients of a state xp[k] and an input u[k] in a discrete-
time state equation of the plant xp[k + 1] = Apxp[k] +
bpu[k].

3) Characterization of MAS: This section characterizes
MAS to calculate it in real-time [9]. From (3) and (11), z[k+
i] is given by

z[k + i] = LAix[k]

+L
i−1∑
j=0

Ai−j−1Br[k + j] +Dr[k + i].
(16)

Assuming r[k + j] = r̂ (0 ≤ j ≤ i), from (12) and (16), the
constraint at k + i is represented as follows:

MLAix[k] +M

L
i−1∑
j=0

AjB +D

 r̂ ≤ m. (17)

Let us define

hl,i = M lLAi, gl,i = M l

L
i−1∑
j=0

AjB +D

 ,

l ∈ L = {1, 2, · · · , q}, i ∈ K = {0, · · · , κ}.

(18)

Then, by (13) and (18), MAS is characterized as follows:

Ωκ(R,Ξ) = {(x0, r̂, ξ) : hl,ix0 + gl,ir̂ ≤ ml(ξ),

l ∈ L, i ∈ K, r̂ ∈ R, ξ ∈ Ξ}.
(19)

As a result, MAS can be represented by q × (κ + 1)
inequalities.

B. Design of RG

It is assumed that the state x of the closed-loop system
can be observed. Then, r[k] = r̂(αk), which satisfies x[k] ∈
Ωκ(r̂(αk), ξ) is calculated by

r̂(αk) = (1− αk)r̄opt + αkropt. (20)

Here, r̄opt = −βropt (β > 0). r̂(αk) is the nearest value
to the optimal solution ropt satisfying the constraints when
a maximal αk ∈ [0, 1] that satisfies x[k] ∈ Ωκ(r̂(αk), ξ) is
selected. By (19), (20), x[k] ∈ Ωκ(r̂(αk), ξ) holds if

αkgl,i(ropt − r̄opt) ≤ ml(ξ)− hl,ix[k]− gl,ir̄opt,

∀l ∈ L, ∀i ∈ K.
(21)

When hl,i, gl,i is calculated in advance, αk is given as
follows:

αk = min{1, α̃k},

α̃k = min
(l,i)∈L×K

ml(ξ)− hl,ix[k]− gl,ir̄opt
gl,i(ropt − r̄opt)

.
(22)

From these results, the real-time calculation of αk becomes
possible.

The above method of generation of the reference signals is
often used in SRG. However, most previous studies of SRG
assume that the modified reference signals have a monotonic
property; that is, the reference signals increased or decreased
monotonically. Therefore, in the case of coinciding the initial
state of the plant with the original reference and discussing
only the effect of the disturbance, it is impossible to modify
the reference signals in response to the disturbance.

On the other hand, the proposed method can manage the
reference signals that do not have the monotonic property by
applying RG after using MPC. Thus, the proposed method
can modify the reference signals properly in response to
the disturbance. The block diagram of the proposed method
based on RG is shown inFig. 4.
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Fig. 5. Simulation results of disturbance suppression control by reference command modification based on RG.

C. Simulation 2

This section discusses the impulse disturbance suppression
control based on RG. The simulation condition is the same
as in section IIC and the limitation of the controller output is
ulim = 6.0N. “Conventional 2” does not modify the original
reference signal and it applies an anti-windup compensation
proposed in [19] to prevent the windup phenomenon by
a controller saturation. “Proposed 2” uses the modified
reference signal r̂(αk) derived from the method proposed
in section IIIB as the reference signal. In this paper, β = 10.

The simulation results are shown in Fig. 5. The settling
time of “Conventional 2” and “Proposed 2” are 185 ms
and 89.2 ms, respectively. As shown in Fig. 5(a), “Proposed
2” can modify the reference signals that do not have the
monotone property. As a result, the disturbance suppression
performance in “Proposed 2” is improved while satisfying
the constraints.

IV. EXPERIMENTAL VERIFICATION

A. Experimental conditions

This experiment uses a high precision stage shown in
Fig. 6(a). This stage is guided by an air guide and driven
by a linear motor. The position of the stage is measured by
a linear encoder whose resolution is 1 nm and the velocity
is the difference of the position. The frequency response
of the stage is shown in Fig. 6(b). The plant model is
defined as a rigid body model shown in (8) by fitting
the frequency response data. The PID position controller is
designed for the plant, so that the closed-loop bandwidth of
the position loop can be 10 Hz. It is discretized by a Tustin
transformation with the control period of Ts = 1.0ms. The
disturbance shown in (9) is added to the linear motor as
softfare disturbance in the experiment.

This experiment is compared with four methods as shown
in TABLE. I. The limitation of the controller output is ulim =
6.0N. In “Conventional 2”, the controller output constraint
ulim is given on the source program. In “Proposed 2”,
however, note that the controller output constraint ulim is
considered only when MAS is generated and is not given on
the source program.

B. Experimental results

The result of comparison of “Conventional 1” and “Pro-
posed 1” is shown in Fig. 7 and that of “Conventional 2” and

TABLE I
FOUR CONTROL METHODS COMPARED IN THE EXPERIMENT.

Reference
signal Control method

Controller output
constraints

Conventional 1 r∗ PID control Not exist

Conventional 2 r∗
PID control

with anti-windup [19] Exist
Proposed 1 ropt PID control Not exist
Proposed 2 r̂(αk) PID control Exist
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(a) Structure of the experi-
mental stage.
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Fig. 6. Experimental stage.

“Proposed 2” is shown in Fig. 8. As shown in Fig. 7(b), the
settling time of “Conventional 1” and “Proposed 1” are 198
ms and 17.1 ms, respectively. The disturbance suppression
performance is also considerably improved in the experi-
ment. Moreover, as shown in Fig. 8(b), the settling time of
“Conventional 2” and “Proposed 2” are 167 ms and 112
ms, respectively. The disturbance suppression performance
is improved within the constraints to modify the reference
signal based on RG. From Fig. 8(d), it is found that RG can
be calculated in real-time because the controller works within
the constraint despite it being on the source program.

V. CONCLUSION

This paper shows that the impulse input disturbance re-
sponse is improved by modifying the reference signals prop-
erly. Next, we propose the disturbance suppression control
based on RG considering the controller output constraint.
Finally, the effectiveness of the proposed methods is demon-
strated by experiments. This paper focuses on the disturbance
suppression performance that has not been discussed in the
previous studies of RG and makes it possible to modify the
reference signal in response to the disturbance. Unexpected
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Fig. 7. Experimental results of disturbance suppression control by reference command modification based on MPC.
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Fig. 8. Experimental results of disturbance suppression control by reference command modification based on RG.

disturbances with large amplitudes can be suppressed by an
extension of the proposed method. The verification of the
robustness to modeling errors and of the relationship between
the magnitude of disturbance and the number of steps κ to
generate MAS will be discussed in future works.
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